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Remote Sensing to derive continuous 
information 

how can this be used to derive 
ecologically relevant information?

Spatially continuous but it’s only reflectances...
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How do we get “maps” of ecosystem 
variables ?

Machine learning
(e.g. Random Forests)

Predictors

Spatial prediction

Response
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Based on van den Hoogen et al., 2019

Hengl et al., 2017 Bastin et al. 2019

Moreno-Martínez et al., 2018

Global maps of ecosystem variables based on 
machine learning (a few examples)

Machine learning as a magic tool to map everything ?
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...but there are increasingly doubts about the 
quality of these results

Nature 574, 163-166 (2019)

www.the-scientist.com

Have we been too ambitious? When and why might the models fail?
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How do we assess the accuracy of global 
maps?

Ideal: Design-based inference using a probability sample
Nearest neighbor distances
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What do these applications have in common?

Soil maps

Plant traits

Nematodes

Mapping requires prediction far beyond clustered reference data!

M
eyer &

 P
ebesm

a (2022)
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This is not just an issue for global 
applications

Does the clustered pattern cause problems? 
Let’s explore with this case study...
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Is this a problem? Example of a “classic” land 
cover classification 

How well can we model land cover with this approach?

Aerial image overlayed by training sites Example of predictors

Random Forests
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...but it doesn’t look like a perfect prediction

Prediction

But statistically it’s a perfect model. 
How is this possible?

Meyer et al., 2019
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Assessment of performance by default 
random cross-validation

Cross-validation
● Divide data into k folds
● Repeatedly train 

models 
on k-1 fold

● Test on held back data

Answers question how well model performs on very similar locations
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Assessment of performance by default 
random cross-validation

Created prediction situations 
are comparable to the training 
data

...but we’re not testing ability to 
make spatial predictions
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Assessment of spatial performance
...But the aim is to fill the gaps between sampling locations!
Spatial cross-validation is required Random CV

              Spatial CV
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Convinced? So why is the value of spatial CV 
then still discussed?

Created CV situations might 
even be harder than the actual 
prediction task

and random always

→ Our suggestion: prediction 
situations created during CV 
need to resemble those 
encountered while predicting the 
map from the reference data

We can do that the trial-and-error-way or….



Hanna Meyer | 2022

Suggestion of a nearest neighbor distance 
matching LOO CV

Reproduce figures: hannameyer.github.io/CAST/articles/cast04-plotgeodist.html



Hanna Meyer | 2022

Suggestion of a nearest neighbor distance 
matching LOO CV
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Reproduce figures: hannameyer.github.io/CAST/articles/cast04-plotgeodist.html
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Coming back to our case study...

Perfect prediction?
We need to assess this by a suitable CV strategy!
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Assessment of spatial performance

• Standard validation procedures lead to an overoptimistic view on 
prediction performance!

• Prediction situations created during CV need to resemble those 
encountered while predicting the map from the reference data
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“I am actually surprised to see the poor performance of your NN 
approach[...]. Typically with sufficient training data a NN approach can 
often reproduce the predicted variable very well even if the underlying 
reasons are unknown” 
(an editor from a high impact journal in the remote sensing community)

...but the relevance of spatial validation is still 
highly underestimated

Data reproduction is not the same as data prediction!

Random 
cross-validation!

Spatial 
cross-validation!
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Spatial performance of models needs to be 
improved!

Prediction

https://xkcd.com/1838/Where do these prediction patterns 
come from?
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An example of the “clever Hans effect” ?

https://commons.wikimedia.org/wiki/File:Osten_und_Hans.jpg#/media/Datei:Osten_und_Hans.jpg

Suspicion: spatial dependencies lead to confounding variables.

Is the model behaving like the “clever Hans” ?

→ True relationships not recognized, causing the model to fail in making predictions?

Variable importance H
igh spatial 

autocorrelation
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“Unmasking Clever Hans predictors and 
assessing what machines really learn” 
(Lapuschkin et al., 2019, Nature communications)

What is the 
information the 
algorithm uses to 
detect the horse?

Lapuschkin et al., 2019
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“Unmasking Clever Hans predictors and 
assessing what machines really learn” 
(Lapuschkin et al., 2019, Nature communications)

“Right for the wrong scientific reasons” (Schramowski et al., 2020)? 
If scientific reason is not right, the model won’t be able to make reliable predictions for new 
samples!
→ We already revealed by spatial validation that our case study model is not right… 
But how to get it right?

Lapuschkin et al., 2019
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Variable importance

● Assumption: spatial autocorrelation 
leads to “clever Hans predictors”

● Removing those variables should 
improve the results

● Spatial variable selection required!

Implemented in R package “CAST”
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Unmasking “clever Hans predictors” to 
improve the model?

Prediction without selection

Prediction with spatial selection

Longitude

Elevation

Meyer et al., 2019
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• Cross-validation strategy affect:
– Performance estimate
– Selected hyperparameters
– Variable selection

• Consequences of using an unsuitable CV:
– Unreliable performance estimates 
– Models that can well reproduce but not necessarily predict 

(“clever Hans effect”)
• Hence, CV strategies that fit the prediction task are required during 

model selection and validation!
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What we have learned so far...

• Cross-validation strategy affect:
– Performance estimate
– Selected hyperparameters
– Variable selection

• Consequences of using an unsuitable CV:
– Unreliable performance estimates 
– Models that can well reproduce but not necessarily predict 

(“clever Hans effect”)
• Hence, CV strategies that fit the prediction task are required during 

model selection and validation!

But is this sufficient for reliable mapping ?
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Limits to accuracy assessment

● Mapping requires prediction far 
beyond clustered reference data

● Transfer to new space required

● New space might differ in 
environmental properties

Based on van den Hoogen et al., 2019
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Machine learning models are weak in 
extrapolations

• Machine learning can fit very 
complex relationships. 

• But gaps in predictor space are 
problematic (the model has no 
knowledge about these areas!)

• A measure for the “unknown” is 
needed!

Predictor

R
es

po
ns

e
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• to which the model can be applied because it 

has been enabled to learn about relationships
• where the estimated performance holds
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Suggestion: Area of Applicability (AOA)
We try to derive the area...
• to which the model can be applied because it 

has been enabled to learn about relationships
• where the estimated performance holds

Sentinel-2 scene and 
training data points of leaf 
area index

Predictions Predictions limited to the 
AOA
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Results are not just nice maps but used 
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• subsequent modeling
• nature conservation
• risk assessment 
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Why is it relevant to map “unknown space”?

Results are not just nice maps but used 
for...
• subsequent modeling
• nature conservation
• risk assessment 
• …

Our opinion: predictions should only be presented for the area of applicability 
to avoid error propagation or misplanning
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